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Abstract

Over the past decade, social scientists have adapted computational methods

for qualitative text analysis, with the hope that they can match the accuracy

and reliability of hand coding. The emergence of GPT and open-source gen-

erative large language models (LLMs) has transformed this process by shifting

from programming to engaging with models using natural language, poten-

tially mimicking the in-depth, inductive, and/or iterative process of qualitative

analysis. We test the ability of generative LLMs to replicate and augment

traditional qualitative coding, experimenting with multiple prompt structures

across four closed- and open-source generative LLMs and proposing a work-

flow for conducting qualitative coding with generative LLMs. We find that

LLMs can perform nearly as well as prior supervised machine learning mod-

els in accurately matching hand-coding output. Moreover, using generative

LLMs as a natural language interlocutor closely replicates traditional
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qualitative methods, indicating their potential to transform the qualitative

research process, despite ongoing challenges.
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Introduction
The exploration of automated methods for discovering, refining, and annotat-
ing concepts and other social artifacts in textual data has been a major topic of
research in the social sciences over the past decade. Computational social
scientists have focused on refining new techniques from computer and infor-
mation sciences to enable greater accuracy in identifying the often subtle and
complex subject matter present in texts of interest to social scientists (e.g.,
Grimmer, Roberts, and Stewart 2022). The goal for many is twofold: to
reach a level of accuracy and reliability commensurate with hand coding,
facilitating the incorporation of larger volumes of data, and to enable the dis-
covery of new patterns and topics not readily discoverable via qualitative
reading alone (Foster and Evans 2024). The introduction of each new appli-
cation of a different computational technique generally requires advanced
quantitative and programming skills (Kesari et al. 2023). That cycle was argu-
ably broken with the emergence in 2022 of a comparatively user-friendly
product, ChatGPT by OpenAI.

The decades-long shift from statistical natural language processing to the
deep learning paradigm, represented in part by the GPT models (the models
underlying ChatGPT), has fundamentally transformed computational text
analysis in (at least) three respects. First, there has been a shift from
methods that involve the manual engineering of text into numerical represen-
tations, such as document-term matrices, to deep learning techniques that
learn, via neural network modeling, distributed representations of words
and their context (Bengio et al. 2003; Manning and Schutze 1999).
Second, transfer learning and large pre-trained models have led to greater
accuracy for many tasks while greatly reducing data and compute require-
ments (Do, Ollion, and Shen 2022). Third, and more recently, there has
been a shift from an interface that uses programming languages exclusively
to an interface that also uses natural language inputs and outputs (Ibrahim
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and Voyer 2024). As we argue here, the deep learning and transfer learning
paradigms, when combined with natural language interfaces, have the
potential to transform the qualitative coding process, when validated
and used with care.

Indeed, the growing interest in testing the ability for generative Large
Language Models (LLMs) like GPT to augment or substantially replace
hand coding is a testament to their projected transformative power (see,
e.g., Bail 2024; Bommasani et al. 2021; Davidson 2024; Do, Ollion, and
Shen 2022; Rytting et al. 2023). However, the results on accuracy have
thus far been mixed, and, in part because of the natural language interface,
there are currently no widely agreed-upon guidelines on how best to use
LLMs for qualitative coding practices that involve labeling, classification,
annotation, or discovery tasks (but see Chae and Davidson 2025; Gilardi,
Alizadeh, and Kubli 2023; Ollion et al. 2024; Reiss 2023). Moreover,
much of the recent work examining the capabilities of LLMs has sought to
compare the accuracy of LLM classifications to, for example, crowd
workers or expert coders across a range of tasks (e.g., Alizadeh et al. 2024;
Chae and Davidson 2025; Do, Ollion, and Shen 2022; Rytting et al. 2023;
Ziems et al. 2024). Yet generative LLMs do more than produce text classifi-
cations; they take natural language as input and output natural language. This
processual shift, we argue, could mark a turning point for the qualitative text
analysis process in the social sciences (see also Ibrahim and Voyer 2024).

In this article, we examine whether instruction-tuned generative LLMs—
LLMs fine-tuned to better understand and follow user instructions and then
used to generate text—can replicate and reliably augment the traditional itera-
tive qualitative process of alternating between deductive and inductive ana-
lysis when annotating complex social science textual data (Deterding and
Waters 2021; Do, Ollion, and Shen 2022; Ibrahim and Voyer 2024; Nelson
2020). Our test case is derived from an original, in-depth, fully qualitative
project in which graduate and undergraduate students hand coded a corpus
of over 1,200 articles appearing in U.S.-based newsweeklies from 1980 to
2012. We refer to this process as text classification, in accordance with the
terminology used in machine learning, but our data and classification tasks
are distinct in two interconnected ways. First, the documents are longer
than the data LLMs have been tested on thus far for classification and
related content-analysis tasks in the social sciences.1 Second, the classifica-
tion task requires a holistic and contextual reading of entire documents;
that is, the concept to be identified cannot usually be gleaned from a single
sentence or paragraph. In addition to enabling us to benchmark our results
against those of human coders, this dataset allows us to propose a more
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general workflow that converts qualitative coding processes into a new
approach that emphasizes strategic interaction with machines while retaining
key qualitative coding tools, such as a detailed coding guide and deep human
reading at key points throughout the coding process (see Figure 1, discussed
further below).

Concretely, we examine whether instructing LLMs to interpret and cat-
egorize text based on holistic qualitative criteria detailed in extensive
coding guides can generate not only accurate outputs but also insights into
the coding process itself comparable to those gained from the iterative
process of training a group of research assistants to apply codes by hand.
For instance, rather than hand coding a large number of documents for a
supervised machine learning task, research assistants could instead participate
in the development of instructions for LLMs and conduct more limited but
essential hand coding for the purposes of concept refinement and output

Figure 1. Researcher-LLM-Researcher workflow.

4 Sociological Methods & Research 0(0)



validation (Bonikowski, Luo, and Stuhler 2022; Do, Ollion, and Shen 2022;
Ibrahim and Voyer 2024; also, see again Figure 1). Alternatively, scholars
without research assistants, including graduate students themselves, can
engage in this same process on their own, including scholars who are embark-
ing on a new text analysis project, or those wishing to modify an existing
qualitative coding project or to extend it to a new and larger corpus. Given
the format of our data, the processes we explore here are likely best suited
for the content analysis of long-form documentary evidence (e.g., legacy
news, organizational documents, oral histories), which constitutes a central
line of investigation in the social sciences (Ferree et al. 2002; Gamson
1992; Gilens 1999; Law 2022; Nelson 2021; Nelson and King 2020).

With this overarching goal in mind, we contribute to the emerging litera-
ture on generative LLMs in two more specific ways. First, drawing from the
existing literature, we experimented with multiple methods of interacting
with, or “prompting,” LLMs. We explore how to convert a coding guide
into a prompt or sequence of prompts, and, in particular, whether and how
to derive a definition of a multidimensional concept from the coding guide
to use as part of a natural language prompt (or sequence of prompts). For
instance, we deductively derived definitions of the focal concept from the
hand-coding guide ourselves (i.e., manually) and then in a separate test
deployed LLMs to generate these definitions from the guide, thus automat-
ing parts of the prompting process itself (Khattab et al. 2023; Wu et al.
2023; Yang et al. 2023). Like others, we also tested whether to provide
examples of pre-labeled documents within the prompt (i.e., zero- and
few-shot prompts, see Chae and Davidson 2025; Rytting et al. 2023;
Ziems et al. 2024), though our work highlights the challenges of these
formats when analyzing long documents specifically. Given the almost
infinite variation in prompts that is possible with generative LLMs, due
in large part to the vagaries of the natural language interface itself, our
tests across a wide range of prompting strategies offer initial guidance
for some of the more challenging tasks in automated textual analysis in
the social sciences.

Second, across all the main tests in which we systematically vary the
prompting strategy, we compare the performance of both closed-source and
open-source LLMs. We focused in particular on open-source LLMs that
are readily available on the platform Ollama, which allows others to immedi-
ately replicate our process without the need for specialized hardware or
accounts with proprietary platforms.2 There is also greater transparency
about the training data for open-source models, enabling users to determine
whether their own data are part of the training set, which could lead to
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increased accuracy. We compare the results from (pre-quantized) open-source
LLMs to GPT4, as GPT4 continues to be the industry standard, though, like
others, we maintain, and illustrate why, it should not generally be used for
social science research because of its hidden, proprietary architecture
(Ollion et al. 2024; Spirling 2023).3

In the remainder of the paper, we begin in Section “Reconciling
Qualitative and Computational Approaches to Textual Analysis” by further
describing our overarching goal, which is to use the traditional qualitative
coding process of developing a detailed codebook and training research assis-
tants as a template for instructing and interacting with LLMs. In the following
section, we turn to a discussion of LLMs themselves and the potentially
important distinction between closed- and open-source models, which we
test in the empirical section of the paper. We then describe our data and spe-
cific classification task, and how it relates to other kinds of textual analysis in
the social sciences, in Section “Data and Classification Task,” followed in
Section “Prompting Strategies” by a description of how we convert that clas-
sification task into prompting strategies. Sections “Results” and “Discussion”
provide the results and concluding discussion. Although experimentation
with LLMs will be ongoing for some time to come, in part because the
terrain of LLMs is itself changing rapidly, our tests suggest that LLMs
have the potential to allow researchers to deploy (invaluable yet
resource-intensive) qualitative hand coding more selectively and strategically
in their projects (Madsen, Munk, and Soltoft 2023).

Reconciling Qualitative and Computational
Approaches to Textual Analysis
Traditional qualitative coding in the social sciences typically involves research-
ers iteratively—through both deductive and inductive approaches—developing
comprehensive codebooks to define and measure complex themes in the text,
followed by extensive training of research assistants to apply these guidelines
accurately while refining the codebook and measures during this process
(Chong and Druckman 2011; Deterding and Waters 2021; Ferree et al.
2002; Griswold 1987; Nelson 2020). This process ensures that elaborate
and sometimes fuzzy themes are defined clearly enough that multiple research
assistants independently code them in the same way, and it preserves nuanced
human understanding across analyses. In some cases, including the case we
explore here, the coding of themes cannot happen at the word, phrase, sen-
tence, or even paragraph level, but requires a holistic and contextualized
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reading of an entire document (as illustrated further below). For all these
reasons, a humanistic approach will certainly continue to play an essential
role in the analysis of social texts even when automated methods are intro-
duced to “augment” the qualitative coding process (Grimmer, Roberts, and
Stewart 2022).

Nonetheless, the process of qualitative coding presents several challenges,
all well recognized by qualitative researchers. Hand coding is time consuming
and thus inflexible: once a significant amount of text has been hand coded, it
is difficult to change coding schemes if desired, although this rigidity is
relaxed to a certain extent by qualitative data analysis software (Deterding
and Waters 2021). Reliability across (and even within) coders is often diffi-
cult to achieve, necessitating complicated intercoder reliability tests and
metrics (e.g., Krippendorff 2012). And, as datasets grow in size and complex-
ity, qualitative researchers often do not feel hand coding is capable of disco-
vering and capturing the full nuance and range of themes contained within.
Indeed, quantitative researchers bemoan the inadequacy of conventional
deductive quantitative methods for the same reason (Brandt and
Timmermans 2021; Do, Ollion, and Shen 2022; Grimmer, Roberts, and
Stewart 2022; Wagner-Pacific, Mohr, and Breiger 2015).

Still, many qualitative researchers have already invested an enormous
amount of time in the development of lengthy hand-coding guides, and still
others will need to begin new qualitative coding projects with the develop-
ment of a guide. This is because such researchers are often interested in
subject matter—what we will refer to as concept identification—that cannot
be easily traced in an accounting of specific words deductively produced
by an expert in the field of analysis (Bonikowski, Luo, and Stuhler 2022;
Do, Ollion, and Shen 2022; Knight 2022; Nelson et al. 2018; Stoltz and
Taylor 2019; Voyer et al. 2022). This may be true for many reasons.
Relevant words may be either polysemic or nearly absent in texts where alter-
native—more accessible, euphemistic, subtle, implicit, or intentionally
obscured—ways of referencing the concept are used. Specific words may
also be insufficient on their own to describe the multifaceted or multidimen-
sional nature of many social science concepts. Under these circumstances,
even computational researchers advocate for the use of highly trained
human coders for the labeling of a subset of data for validation purposes.
In comparison, training coders is relatively straightforward and less time-
intensive for tasks involving entity recognition and stance detection in
short pieces of text (Do, Ollion, and Shen 2022; Rytting et al. 2023).

A growing body of research in the computational analysis of textual data
recognizes the challenges of using computational methods to code complex

Than et al. 7



concepts (Bonikowski, Luo and Stuhler 2022; Do, Ollion, and Shen 2022;
Jensen et al. 2022; Nelson et al. 2018; Voyer et al. 2022), but a gap in the
literature remains in how to translate the process of defining concepts in a
coding guide into the process of instructing and interacting with generative
LLMs. As noted above, potential similarities in these processes are enabled
by the fact that the generative LLM interface takes natural language as
input and produces natural language as output. Moreover, LLMs model recur-
ring patterns in extended text sequences, leveraging (typically) dense repre-
sentations of words to encode both common syntactic structures and subtle
semantic variations, such as diverse styles, tones, and topics of discussion.
We thus investigate the practical use of generative LLMs for iterative quali-
tative coding, testing the accuracy of LLM output as well as their ability to
replicate the processes traditionally done by human researchers while main-
taining a crucial role for human interpretation and intervention (Grimmer,
Roberts, and Stewart 2022).

Variation among Generative LLMs
Thus far, we have stressed the fact that instruction-tuned generative LLMs
produce human-like output by mimicking the complexities of natural lan-
guage. Yet, scholars have strongly cautioned social scientists against some
of the AI industry’s “hype” (Ollion et al. 2024). Closed-source or proprietary
LLMs, such as ChatGPT, have garnered particularly harsh critique for a wide
range of reasons (Ollion et al. 2024; Spirling 2023). The lack of transparency
in training data and algorithms prevents researchers from being able to fully
account for what the models encode or what they can accurately do.
Closed-source models also restrict customization and adaptability, which
limits researchers’ ability to tailor them to specific research questions or con-
texts. The reliance on closed-source models additionally raises issues of
reproducibility, as researchers cannot verify results without access to the
same (often expensive) tools and data, and even then, the same models can
produce different results when the underlying model structure is updated
without notice. These challenges pose ultimately insurmountable barriers to
reproducible and ethical social science research (Ollion et al. 2024;
Spirling 2023).

In response, corporations and the scientific community are embracing
open-source models for their greater transparency and collaborative potential.
The release of models such as OpenAI’s GPT2 laid the groundwork for sub-
sequent open-source initiatives. Organizations like Hugging Face, The Allen
Institute for AI, and EleutherAI and platforms such as Ollama have made
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significant strides in democratizing access to powerful language models,
enabling researchers to inspect, modify, and build upon existing architectures
using local machines without specialized hardware. And Meta and Google
have released their own open-source models—Llama (Dubey et al. 2024)
and Gemma (Mesnard et al. 2024), respectively—that are beginning to
perform on par with closed-source alternatives for many tasks (as we show
below, this is the case with our experiments). These open-source models
provide researchers with the flexibility to tailor models to specific needs,
ensuring greater accuracy in and relevance to their work. Additionally, open-
source initiatives promote reproducibility and peer validation, as researchers
can freely access and test models. This collaborative environment accelerates
innovation but also invites the kind of broader scrutiny needed to mitigate
well-documented biases in language models (Bender et al. 2021; Ollion
et al. 2024; Spirling 2023).

In short, with the boom in the development of open-source LLMs and their
intermediary platforms (e.g., Ollama), the social science community is in a
position to rigorously consider how LLMs of various kinds—and the inter-
active, generative use of them—might change the landscape of computa-
tional, qualitative text analysis. Here we focus in particular on the
implications of LLMs for coding subject matter in the social sciences that
is challenging even for humans to identify systematically.

Data and Classification Task
Our current work extends an original, fully qualitative project conducted by
one of our co-authors (McCall 2013) and a replication study conducted by
two of our co-authors (Nelson et al. 2018). In the original project, more
than a half dozen undergraduate and graduate research assistants coded a
sample of 1,253 newsweekly articles appearing in Time, Newsweek, and
U.S. News & World Report between 1980 and 2012 (McCall 2013). The ori-
ginal task entailed the identification of a broad, multifaceted concept used
widely in the social sciences—socio-economic inequality—and its manifest-
ation through a new empirical reality unfolding over time—the rise in wage,
earnings, income, and wealth inequality beginning in the late 1970s. This
coding task is like many others in politics and political sociology where scho-
lars qualitatively analyze media and other discursive data to better understand
whether and how a new issue becomes known and politicized in the public
sphere (e.g., Gilens 1999, on welfare; Ferree et al. 2002, on abortion).
Additionally, the multifaceted nature of the concepts to be identified, which
can straddle multiple paragraphs of a long document, are characteristics
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shared by other kinds of long-form qualitative data, such as legacy news,
interview/audio transcripts, oral histories, and organizational documents
(Deterding and Waters 2021; Litterer et al. 2024; Nelson 2020).

The specific data and classification task in this project has three other char-
acteristics that could be of more general interest to qualitative researchers: (1)
the process of identifying articles that are relevant to a concept is time-
intensive and unfolds over multiple stages of a long-term research project;
(2) keyword searches are insufficient for selecting relevant articles; and (3)
relevant articles discuss a concept either implicitly or explicitly.

First, the challenges encountered in “simply” identifying, or classifying, arti-
cles in which the target subject matter appeared (about a quarter of the sample
in our data) meant that we were unable in the original analysis to hand code
other aspects of the articles, such as content related to the causes and conse-
quences of rising economic inequality or to intersections with race, ethnic,
and gender inequality. Yet these aspects of an article can critically impact
how readers might potentially understand and respond to the issue of socio-
economic inequality. In subsequent work, then, we can experiment with auto-
mated methods not only to corroborate the original hand-coding results but to
extend the substantive research and coding process into new, adjacent territory,
and into new corpora as well. In this respect, our extension of this work using
LLMs is an example of the “agnostic” approach to textual analysis advocated
by Grimmer, Roberts and Stewarts (2022: 26–28), in which “building, refining,
and testing social science theories requires iteration and cumulation” across
multiple methods and targets of analysis.

Second, and related, the data and classification task adopted in this article
provides an illustration of the steps needed to build a corpus appropriate for
deeper content analysis (Pardo-Guerra and Pahwa 2022). These steps are
necessary for researchers who do not have access to a pre-defined corpus
(i.e., a corpus where all documents are by definition relevant, such as an
oral history archive or an organization’s newsletters). For instance, in the
first step of the original study, a comprehensive keyword-based search on
topics potentially related to the rise in economic inequality in the United
States was conducted. A random 10–15 percent sample of articles obtained
from this search was then selected in each year from 1980 to 2012 to
reduce the scale of hand coding. However, in the final step involving hand
coders, only about a quarter of the sampled articles ended up in the crucial
sub-corpus of articles hand coded as mentioning economic inequality.
Because the original research sought to determine whether and when the
media was covering inequality, this labor-intensive step was not solely in
service of a third, more in-depth step focused on inductively exploring how
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the media was doing so in the relevant sub-corpus. Nonetheless, researchers
without such an incentive may still want to be more discerning in the selection
of their corpus—in other words, in the initial classification steps—than
keyword searches allow, and we suggest an expedited way of doing so
with generative LLMs.

Third, the reason that only a minority of articles was originally classified as
being about economic inequality was because we had developed—through
first deductive and then subsequent inductive iterations through the data—a
strict but elaborate definition of both the concept of economic inequality
and its empirical manifestation in the current era of rising income, wealth,
and earnings inequality. This definition was spelled out in a 14-page, single-
spaced, hand-coding guide, as well as a set of appendices. (A one-page
outline of the definition of inequality from the original study is provided in
Appendix A in the online supplement.) Namely, the guide sought to isolate
all articles that potentially conveyed the idea, either explicitly or implicitly,
of inequalities stemming from a wide range of phenomenon. Executive com-
pensation and other firm-level wage-setting policies, minimum wage regula-
tions, attacks on collective bargaining, social insurance and safety net
spending, and changes to the tax code, all could result in discussions of
income inequality without the term inequality itself ever being used.
Conversely, economic phenomenon that was not about income/wealth/earn-
ings inequality, such as trends in unemployment, needed to be defined as
negative cases in the guide as well.

We provide an example of the challenges of this coding task using an
article selected from the corpus and reproduced in Figure 2. This article
was hand coded as “implicitly” mentioning inequality, which is a coding cat-
egory described in Appendix A, section 4a in the online supplement.
According to the original codebook, the classification of this article requires
contextual knowledge that two economic groups in hierarchical relation to
one another are being mentioned: yachts are for the rich and welfare is for
the poor without the article using the words “rich” or “poor” or “low” or
“high” income. Moreover, the reader must be able to identify, via the
gently snarky tone in the article, the implicit connection between yachts,
welfare, and inequality through a holistic reading of the entire document,
as these references do not occur together in a single sentence or paragraph
and are never explicitly compared in the article (leading to the “implicit”
rather than “explicit” designation by the original hand coders). In short, the
very nature of our task—and, we contend, many others like it—means that
text cannot be analyzed at the level of words, sentences, or paragraphs as
is common in most other classification research in the social sciences.4
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Figure 2. Example news article discusses inequality without using the word inequality.
Note: Article (“A Modest Proposal: Public Policies that Perform” 1987) taken from sample of 1,253

newsweekly articles hand coded for content on inequality. This article was hand coded as “implicitly”

about inequality by the hand coders (see Table 1). All models classified this article correctly in the

“relevant” test with no definition, and all but Llama3 classified it correctly in the “inequality” test.
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Drawing from the prior research but adapting it to the generative LLM
context, our full classification task is presented in Table 1. In terms of the cat-
egories of analysis, articles that were hand coded as mentioning economic
inequality, both explicitly and implicitly, are referred to as category 1. The
remaining articles fell into three mutually exclusive categories: a category
that mentions employment conditions without mention of wages or income
(category 2); a category that mentions wages and income for single groups
of workers or occupations without mention of differences among groups of
higher (e.g., rich) and lower (e.g., poor) economic status (category 3); and
a final category that was deemed irrelevant in the original project because
the discussion focused on other countries or on gender and/or racial inequality
without any mention of income or class inequality (category 4). The first three
categories are also together denoted as relevant articles.

In terms of classification schemas, our prior replication of the original
study using non-LLM computational methods examined multiple classifica-
tion schemas (Nelson et al. 2018), whereas we have simplified the classifica-
tion schemas for our analyses given the variations that we introduce instead
around the definition of the targeted concept of inequality and with respect to
different kinds of LLMs. In the prior replication, we examined schemas with
two categories (e.g., inequality versus non-inequality articles, or category 1
versus categories 2–4) or three categories (inequality versus other economic
versus irrelevant articles, or category 1 versus categories 2–3 versus category

Table 1. Categories and Binary Schemas From Hand-Coding Guide and Analysis.

Categories and Binary Schemas Number

Categories (shorthand in hand-coding guide)a:

Relevant Articles

Inequalityb (relinequality) 1

Economic Conditions (releconomy) 2

Changes in Wages and Income (relchanges) 3

Irrelevant Articles (irrelevant) 4

Binary Classification Schemas:

Relevant versus Irrelevant 1/0

Inequality versus Other Relevant 1/0

Notes: a In the hand-coding guide from the original study (McCall 2013), these categories are given

shorthands which are referenced in some of our prompts because the guide itself is evaluated by

the LLMs. b This category is broken down into two categories (explicit and implicit inequality) in

the original work and in the replication but is simplified in most of the present work to be a single

category (except for tests in Appendix G in the online supplement, Table G1, Panel B, Rows 1 and 2).
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4). We focus on two different binary schemas in this article because our
prompting workflow evolved over time, described further below, into a
two-step sequence of first removing irrelevant articles (category 4 versus cat-
egories 1–3) and then isolating articles on inequality (category 1) from arti-
cles on other economic topics (categories 2–3) among the relevant articles
(Gilardi, Alizadeh and Kubli 2023).

In assessing the performance of LLMs in classifying articles into these
schemas, we again draw from our prior replication for guidance. In that
work, we examined whether three categories of computational methods—
dictionaries, supervised machine learning, and unsupervised machine
learning—could produce results comparable to hand coding, We found that
supervised machine learning methods performed both well and the best of
the three tested methods. Our objective in terms of assessing accuracy in
the present work, then, is to determine whether LLMs can match or exceed
the performance of supervised machine learning methods on the same
corpus of hand-coded articles but using natural language as the input and
output.5 Our efforts focused on using the coding guide (created in the original
project) to develop prompts for generative LLMs that will enable them to cor-
rectly classify the corpus of articles into the binary classification schemes
described in the preceding paragraph. We tested three open-source models
that have previously performed well: Llama3:70b, Gemma2:27b, and
Llama3.1:70b, comparing the results from the open-source models to the
industry standard but proprietary GPT4 (OpenAI 2023).

Prompting Strategies
We have mentioned the term “iterative” several times in the course of describ-
ing the qualitative hand-coding process of alternating between deductively
and inductively derived instructions for identifying target concepts in docu-
ments. This is represented more formally by the first box of our proposed
workflow in Figure 1. We now highlight two broad approaches that research-
ers can take in adapting this process to generative LLMs, as represented in the
second box of the figure.

The first involves interacting in real time with generative LLMs in the
chatbot or context window with queries in natural language, where the goal
is to develop and refine a set of coding instructions for the LLM to success-
fully execute with a set of documents. This approach will work especially
well when a coding guide does not already exist, and Ibrahim and Voyer
(2024) provide an excellent description of this approach. The second
approach involves converting an already existing coding guide, or a new
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but well-developed coding guide, into a prompting strategy that is run non-
interactively on the full corpus (or smaller sub-samples in a preliminary
testing phase) through an API (Application Programming Interface) that is
called using simple programming code. In practice, researchers often use
both approaches, depending on how much interactive testing, along the
lines of the first approach, is needed when first embarking on a project. As
described in this section, we found the need for the first approach to be
limited and thus moved quickly to the second approach.

We began with some initial discussion and experimentation because of the
wide range of parameters we and others have considered in this endeavor
(Ollion et al. 2024; Törnberg 2024). One set of elementary considerations
concerned the use of specific terms of art to describe inequality—simply,
whether LLMs first needed a tailored definition of the specific terms used
in a more elaborate definition of the ways that inequality could be covered
in the media. Initial inquiries using the interactive chatbot window, along
the lines of the first approach described above, convinced us that systematic
testing and defining of terms of art was unnecessary because they were
already recognizable by the pre-trained LLMs. Our tests then followed the
second, non-interactive approach of prompting generative LLMs through
an API. We describe our final prompting strategy in terms of the structure,
length, and sequence of the prompts.

There are many ways to structure a prompt to provide background knowl-
edge for a generative LLM to complete a task. We experimented with three
main features. First, we provided references drawn from our data to enable
the LLM to better understand our specific task: sample articles and their
codes in a binary schema (see again Table 1) were inserted into the prompt
as examples to further train the model, which is called “few-shot’” learning
in LLM speak (Brown et al. 2020; Chae and Davidson 2025; Rytting et al.
2023). When no sample input of articles and codes is inserted into the
prompt, this is called “zero-shot” learning (Kojima et al. 2022). Few-shot
and zero-shot learning are different ways of structuring a prompt, which
can have implications for the length of a prompt but need not do so. In our
analyses of long documents, we found that the length of the sample input
in few-shot learning most likely affected the performance of the task nega-
tively (as discussed further below).

Second, we manipulated whether the prompt includes a definition (e.g.,
“Inequality is defined as …”) in addition to a command (e.g., “If an article
is about inequality, respond yes.”). Both types of instruction are included
in the prompts we discuss below, though we focus especially on the construc-
tion of definitions. As a baseline, we also experimented with prompts without
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definitions of inequality, allowing the LLMs to rely on their own training data
to determine what it means to cover the topic in the media. Finally, all
prompts begin with a directive about the type of persona that LLMs should
emulate (e.g., “You are a helpful assistant.”) and in some cases also
include a more extended description of the task to be completed by LLMs.
These are called system prompts and meta-statements, respectively.
Because the natural language interface permits the structure of a prompt to
vary in nearly infinite and not currently well-understood ways, we cannot
say with certainty that the structure we adopted is the most optimal, only
that it produced the most consistently accurate results among the variations
we tested.6

The length of a prompt is a major consideration in work like ours because
of the complexity of the subject matter, the length of the articles (mean length
is 1,089 words and 1,389 tokens), and the limits on the length of prompts
imposed by various versions of LLMs (i.e., the maximum number of
tokens, a sub-word unit, is 8,182 for Llama3, Gemma2, and GPT 4.0, and
128,000 for Llama3.1). Although we hypothesize that a major advantage of
LLMs is their ability to recognize complex thematic content in long docu-
ments, it is still possible that longer prompts perform less well than shorter
prompts even when they are within the token limit. In other words, longer
token limits may enable the input of longer definitions and documents but
there is no guarantee that accuracy will increase as a result (at least at the
current stage of LLM development).

Finally, the sequencing aspect of prompting strategies can operate in a
variety of ways—sequencing of code within a single prompt, which we
refer to above as part of the structure of the prompt, or sequencing of multiple
prompts. The latter is the type of sequencing that we are referring to and that
is connected to the format of our data. As described above and in Table 1, the
data are partitioned into four mutually exclusive categories, with some groups
likely sharing more porous boundaries than others, even though all articles
contain economic content of some kind. A comprehensively inductive
sequencing strategy might have been to test all logical sequence permuta-
tions. Instead, we qualitatively decided to test, as the first target category,
what we hypothesized to be the most distinct of the categories, which is
the irrelevant category (category 4 versus categories 1–3). This proved to
be successful, and thus we moved on to testing a second step of the sequence,
which was to isolate inequality articles among the remaining relevant articles
(i.e., category 1 versus categories 2 and 3).

These tests of different prompt structures, lengths, and sequences were at
first researcher-created and largely deductive: we began with the detailed
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hand-coding guide and a summary of the guide that appeared in the original
and replication studies (reproduced in Appendix A in the online supplement)
to inform our own design of the structure, length, and sequence of the
prompts (see also Törnberg 2024). Subsequently, we developed a core
prompt structure within which we experimented with an automated, inductive
version of the concept definition performed nearly entirely by LLMs (Wu
et al. 2023). Our final tests took a stepped approach, beginning with no def-
inition, then using definitions produced by researchers themselves, and finally
using LLM-generated definitions, the latter two mimicking the use of hand-
coding guides traditionally used for complex coding tasks. Crucially, this
approach not only encourages researchers to be deeply embedded in their
coding guides and definition and prompt development, something we con-
sider integral to qualitative research, it also produces multiple estimates of
the classification task that later can be compared to one another in a reliability
and validation step (see the third box in Figure 1), as we demonstrate in the
next section.

Results
We first present the final, core prompt structure that is replicated across tests,
and then follow with three subsections of results from the experiments with
no definition (the baseline), a researcher-generated definition, and an
LLM-generated definition, respectively. In the final two subsections, we
discuss the possibility of qualitatively interpreting the natural language
output from the LLMs and of utilizing the output across prompts and
models to calculate interprompt and intermodel agreement metrics for reli-
ability and validation purposes.

Core Prompt Structure

Table 2 provides a description of the core prompt structure that we imple-
ment. First, we used the system prompt “You are a news classifier,” aligning
with our task and priming the LLM with the word news, a genre of text.
Second, we included a meta-statement: “We categorize articles that are
related to issues of income inequality, changes in income or wealth,
general economic conditions.” This statement incorporated the word “cat-
egorize” followed by key terms from the qualitative codebook, guiding the
output toward our conception of the relevant classification categories.
Third, we added a definition of the target category, depending on which
step in the sequence of tests we were at (i.e., the first step of identifying all
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Table 2. Core Prompt Structure for Zero-Shot Prompts.

Zero-shot Prompts

Panel A: Relevant vs. irrelevant articles (categories 1-3 vs. category 4; N= 1,253)

“role”: “system”,
“content”: “You are a news classifier.”
“role”: “user”,
“content”: “We categorize articles that are related to issues of

income inequality, changes in income or wealth, general
economic conditions.”

“role”: “user”,
“content”: “Read this definition: ”+irrelevant_definitiona,
“role”: “user”,
“content”: “Read this article: ”+text,
“role”: “user”,
“content”: “Is the article relevant? Answer relevant or

irrelevant, and why in 1 sentence.”

Panel B: Inequality vs. non-inequality among relevant articles (category 1 vs. categories

2-3, N= 786)

“role”: “system”,
“content”: “You are a news classifier.”
“role”: “user”,
“content”: “We categorize articles that are related to issues of

income inequality, changes in income or wealth, general
economic conditions.”

“role”: “user”,
“content”: “Read this definition: ”+inequality_definition,
“role”: “user”,
“content”: “Read this article: ”+text,
“role”: “user”,
“content”: “Does the article reference American economic

inequality? Respond with ‘Yes’ if article meets any or all
criteria referencing American economic inequality and ‘No’ if
article meets none of the criteria, and explain why in 1
sentence.”b

Notes: a As discussed in the text, we provide a definition of irrelevant rather than relevant articles.
b This command is provided when researcher- and LLM-generated definitions are included,

otherwise the command is shorter when no definition is provided.
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relevant articles in Table 2, Panel A, or the second step of identifying inequal-
ity articles among all relevant articles in Table 2, Panel B), prefaced with
“Read this definition: ”. Fourth, we included the actual article to be classified,
prefaced with “Read this article: ”. Finally, we issued our command, such as
“Does the article reference American economic inequality? Respond with
‘Yes’….” We found that this prompting strategy resulted in more consistent
output with clear binary indicators followed by a justification than other
prompt structures we tested, which are described in Appendix C in the
online supplement.

Looking at the zero-shot examples of code in Table 2, we see the sequence
of two tests represented in Panels A and B, respectively. The irrelevant_
definition and the inequality_definition variables take on the values of either
no definition, researcher-generated definition, or LLM-generated definition.
The variable text contains the title of each article followed by the entire text
of the article, truncated as necessary if the prompt length goes beyond the
maximum context length of each respective LLM. For our few-shot tests, not
shown in Table 2, we appended two randomly selected sample articles as
input followed by the output for each after the final command prompt. Note
that we only performed the few-shot learning tests for the second step in
the sequence of prompts shown in Panel B, because this step represented a
more challenging task, and thus our total number of tasks is three (i.e., Panel
A and Panel B in Table 2, and a few-shot version of Panel B). For all tests,
we set a seed and set the temperature parameter to 0 to minimize output vari-
ation and to enhance reliability and reproducibility,7 and we set the context
window to the maximum allowed for each model. Table 3 shows the weighted
average recall, precision, and F1 scores across the three tasks in the rows,
varying the LLM and the type of definition we provided in the columns.

Baseline: No Definition

In our first baseline test (N= 1,253), providing no definition, using the entire
corpus of articles (categories 1–4) and identifying relevant versus irrelevant
articles (i.e., categories 1–3 versus category 4), we achieved weighted F1
scores of 0.74 (Llama3), 0.80 (Llama3.1), 0.79 (Gemma2), and 0.83
(GPT4) (see Table 3, row 1, columns 1–4). With careful prompt structures
but no definition of the concept we were using to classify documents, and
no examples to learn from, these accuracy scores are on par with acceptable
human-coding intercoder reliability scores (O’Connor and Joffe 2020), and
with the acceptable F1 scores for traditional supervised machine learning in
the prior replication study.8
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In our second baseline test (N= 786), providing no definition of inequality,
using only relevant articles (i.e., excluding articles hand-coded in category 4),
and identifying whether an article mentions economic inequality (i.e., cat-
egory 1 vs. categories 2–3), we achieved weighted F1 scores of 0.70
(Llama3), 0.72 (Llama3.1), 0.73 (Gemma2), and 0.74 (GPT4) (see Table 3,
row 2, columns 1–4). While lower than the first baseline tests, which is
perhaps expected given the more nuanced task, these weighted F1 scores
are still within acceptable accuracy scores for most complex hand-coding
tasks. For these two baseline tests, GPT4 achieved the highest F1 scores,
but only by 0.03 and 0.01 points, respectively (on a 0.0 to 1.0 scale).

For our third baseline test (N= 786), the accuracy metrics across the four
models varied. Providing two example articles (one about inequality and one
not, each randomly selected) improved Llama3’s performance slightly over
the second baseline test, with a weighted F1 of 0.73, and a comparable per-
formance with GPT4, with a weighted F1 of 0.75. By contrast, the accuracy
was worse with Llama3.1 and Gemma2, with weighted F1s of 0.70 and 0.60,
respectively. We think this might be due to the inclusion of three full-length
articles—two examples and one to be classified. The prompt context window
may have become too long for these LLMs to properly parse. Few-shot learn-
ing thus might work better for short-text (e.g., sentence- or paragraph-length)
classification tasks (e.g., Chae and Davidson 2025; Do, Ollion, and Shen
2022; Rytting et al. 2023) than for ones such as ours. Because these initial
few-shot tests were not encouraging, we did not engage in additional system-
atic tests (e.g., varying the types or numbers of articles selected), which
should be the subject of further research.

Researcher-Generated Definition

Seeking to match and improve upon these results (and following suggestions
by Törnberg 2024), we generated definitions of irrelevant and inequality arti-
cles for the two steps in the sequence of tests, respectively. This portion of the
prompt was issued in the third section of the core prompt in Table 2 (i.e.,
“Read this definition:” followed by our definition). Our two definitions are
reported in Appendix D in the online supplement (in the sections under
researcher-generated definitions). We found a concise, one-paragraph excerpt
from the original coding guide of the “irrelevant” category and used that as
our researcher-generated definition (i.e., the irrelevant_definition variable in
Table 2) for that step. The analogous definition of inequality (i.e., the inequal-
ity_definition variable in Table 2) is based on the one-page summary definition
of media coverage of inequality published in the prior work (reproduced in
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Appendix A in the online supplement), which itself is a summary of the
detailed 14-page hand-coding guide. Still, it is a long definition if incorporated
verbatim, and therefore we sought to substantially reduce it.

Specifically, the original summary is comprised of four sections or criteria
defining “types of inequality,” “causes and policy solutions associated with
inequality,” “social class groups,” and “relational or comparative language
connecting social class groups.” These four sections in turn had subsections
that defined, for instance, the “types of inequality” and “social class groups”
that were to be identified in media coverage of inequality. Our initial tests
reported in Appendix G in the online supplement consisted of variations on
these four section headings and subsection descriptions to help clarify the
intended content of the four main sections. For instance, we needed to
convey whether all four criteria needed to be present or some combination
of them. In the end, we settled on a definition with three bullet points, any
one of which was sufficient to identify an article on inequality. This decision
rule is reflected in the command statement (see bottom of Table 2, Panel B).

The results from these tests are reported in Table 3, columns 5–8. The F1
scores across the three tasks (in the rows) and the four models (in the
columns) were similar to the F1 scores from the baseline test, sometimes
slightly lower, sometimes slightly higher. In other words, providing a defin-
ition of inequality did not consistently improve performance. The test for the
first step in the sequence (relevant or irrelevant) had weighted F1 scores of
0.73 (Llama3), 0.78 (Llama3.1), 0.82 (Gemma2), and 0.83 (GPT4), com-
pared to 0.74, 0.80, 0.79, and 0.83 for the baseline tests without definitions,
respectively. For the second step in the sequence (mentioning inequality or
not among relevant articles), the weighted F1 scores were 0.73 (Llama3),
0.71 (Llama3.1), 0.74 (Gemma2), and 0.77 (GPT4), compared to 0.70,
0.72, 0.73, and 0.74 for the baseline tests without definitions, respectively.
For the few-shot test, the weighted F1 scores were 0.69 (Llama3), 0.62
(Llama3.1), 0.59 (Gemma2), and 0.75 (GPT4), compared to 0.73, 0.70,
0.60, and 0.75 for the baseline tests without definitions, respectively. For
these tests, GPT4 again performed the best, but not more than 0.03 points
better than the best-performing open-source model, except, notably, in the
few-shot tests where it was far superior.

We contemplated additional tests that would modify and expand the def-
inition in different ways or use a larger number of articles as examples in the
few-shot learning approach, but most LLMs’ token limit precluded us from
greatly increasing the length of the definition and number of input articles.
Simultaneously, we tested an alternative approach to providing a definition—
allowing the LLM to generate its own definition from the codebook.
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LLM-Generated Definition

One of the purported capabilities of LLMs is to accurately summarize docu-
ments into easily digestible bullet points (Zhang et al. 2024). We thus tested
the possibility that LLMs could summarize nuanced codebooks into defini-
tions to guide each LLM in its classification task, which also further auto-
mates the LLM-assisted coding process. This was accomplished in two
separate, pre-processing prompts followed by a hand-editing step to merge
the output from the two separate prompts. In the first pre-processing
prompt, we gave each LLM the full coding guide and a command to create
a longer definition (than our researcher-generated definition) with 7–10
bullet points of the irrelevant or inequality categories (depending on which
step in the sequence we were testing). We did the same in the second pre-
processing prompt, except that a detailed appendix to the main coding
guide was submitted instead of the main guide itself (prompts and results
not shown). The results from the two steps were merged and duplicates
were removed, all by hand. Note that the LLM-generated definitions differ
across the models, as each model generated a different definition. These defi-
nitions are reported in Appendix D in the online supplement (in the sections
under LLM-generated definitions).

The results from using the LLM-generated definition are reported in
Table 3, columns 9–12. The accuracy metrics are similar to or marginally
higher compared to the previous tests. For the first step in the sequence (iden-
tifying relevant vs. irrelevant articles), the weighted F1s were 0.82 (Llama3),
0.80 (Llama3.1), 0.80 (Gemma2), and 0.81 (GPT4). For the more nuanced
second step (identifying inequality vs. non-inequality articles), the
LLM-generated definition performed marginally better across all models
except GPT4, compared to both the baseline (no definition) and the
researcher-generated definition test, with weighted F1s of 0.75 (Llama3),
0.73 (Llama3.1), 0.75 (Gemma2), and 0.73 (GPT4).

Natural Language Output

The input in the prompts for these models is in natural language, but here we
discuss the fact that the output is also in natural language, which presents both
drawbacks and affordances. One drawback is that the model may not always
provide the desired binary classification (e.g., relevant/irrelevant or yes/no),
necessitating an additional step where the researcher must interpret the
output to fit the desired classification (which is discussed further in
Appendix C in the online supplement). However, the natural language
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output can also benefit researchers, particularly those in qualitative fields.
Recall that our instructions for the models’ output included a request for a
one-sentence summary. Researchers can use this summary to assess which
words may influence the LLM’s classification decisions. This serves as a val-
idity check on the output itself and provides additional qualitative insights
into the corpus, the codebook, and the chosen categories. For the tests
using the core prompt structure in Table 2, the model did reliably produce
a yes/no or relevant/irrelevant output and an additional justification
sentence(s).

For example, in the Llama3 model reported in Table 3 (row 1, column 5),
the output reliably produced a single-word classification for every document,
and the subsequent sentence provided a substantive justification, for example:

Irrelevant, because while the article mentions immigration reform and its poten-
tial impact on the economy, it does not explicitly discuss income or wealth
inequality in the United States.

Relevant, because although the article primarily discusses affirmative action
and racial inequality, it also touches on broader issues of economic inequality,
such as how government policies can create unfair advantages and concentrate
wealth among a few individuals.

The sentence-length justification often referenced aspects of the definition
provided. For example, the definition provided explicitly mentioned that arti-
cles about racial inequality should be considered irrelevant, except where
forms of class inequality are also mentioned. The sentence in the second
example above gave this precise rationale, stating that although the article
was primarily about racial inequality, it was also about the concentration of
wealth. The justifications also typically detail which groups are mentioned
(e.g., immigrants), which could provide further insight into how inequality
is discussed over time, though we did not do that here. As is the case with
training research assistants, this informational justification provides insight
into the entire classification endeavor.

Interprompt and Intermodel Agreement Tests

Finally, assessing the reliability and validity of the classification task is a
crucial component of both qualitative and quantitative coding procedures.
Fortunately, the multiple estimates generated from our tests of different
prompts and models enable us to conduct such an analysis (as shown in
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the third box of Figure 1). Recall that the F1 scores presented in Table 3
varied across prompting strategies and models, ranging from 0.59 to 0.83,
but this variation was not consistent across prompts and models. For
example, sometimes Gemma2 performed the best of the open-source
models, sometimes the worst. Similarly, the LLM-generated definition for
the second (inequality) test produced the best F1 score for Gemma2 compared
to other prompts, but the worst for GPT4. To our knowledge, there is cur-
rently no way to know a priori which models and prompting strategies
might be more or less accurate. In our case, we know the variation in accuracy
because we were working with already hand-coded documents. Yet one goal
of introducing LLMs into the qualitative coding pipeline is to reduce the time
spent hand-coding documents or at least to redirect that time in a more stra-
tegic and efficient manner.

We propose leveraging the multi-model analysis, and resulting variation
across models, for reliability and validity testing of classification tasks with
no pre-determined ground truth (see, e.g., Zhang et al. 2024), as well as for
benchmarking (as was done in Do, Ollion, and Shen 2022 and Rytting
et al. 2023). To do so, we used standard “interrater reliability” measures to
calculate two forms of prompt and model agreement from our output: inter-
prompt agreement, defined as the degree of agreement within one LLM
across prompts, and intermodel agreement, defined as the degree of agree-
ment within one prompt across different LLMs. Full results are presented
in Appendix E in the online supplement, but, in summary, interprompt and
intermodel Fleiss’ kappa (Fleiss 1971) ranged from 0.62 to 0.88. Like the
F1 metrics, these metrics range from low to high.

Scholars without pre-hand-coded documents could use these metrics in
three ways. First, similar to the use of interrater reliability, the metric itself
can be used to assess stability across prompts and models—a test of the
clarity of the classification task itself. Second, scholars could use a “majority
voting” strategy to produce the ultimate classifications. For the latter, we
assigned the classification agreed on by two or more prompts or models
and recalculated the F1 scores across our tests (see Appendix E in the
online supplement). Using this majority voting method did not achieve sig-
nificantly higher F1 scores (the highest F1 score in these tests was 0.84
versus 0.83 in the original tests in Table 3), but the floor was much higher
(the lowest F1 score was 0.75 versus 0.59 in our original tests). In other
words, the majority voting method can screen out low-accuracy outliers.

Third, identifying documents with full agreement among all prompts or
models can help researchers strategically decide where to invest time in quali-
tative coding. Even when LLMs and prompts show high agreement,
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researchers should remain cautious, as such consistency may reflect shared
model biases or training data rather than accuracy vis-à-vis human evaluation.
Validation involving human judgment remains essential. Researchers could
use these agreement metrics to, for example, identify documents where all
prompts/models agreed on the classification, validate a selection of those
by hand, and then intensively analyze the (hopefully smaller) set of docu-
ments with disagreements, also by hand. In our case, the three prompts or
three models agreed on one classification for 74 to 91 percent of the docu-
ments (see Appendix E in the online supplement). This approach will not
necessarily reduce the total amount of time spent interpreting and hand-
coding documents, but it could allocate that time in more efficient and stra-
tegic ways.

Discussion
We have examined whether LLMs can classify documents into given categor-
ies on par with either human coders or previous supervised machine learning
methods, but our main contribution has been to focus on the process of quali-
tative coding itself via LLMs using data from an original qualitative hand-
coding project. Interacting with generative LLMs using natural language is
a marked shift from previous computational text analysis methods that
required translating text and instructions into machine-readable code. Some
code is also necessary for the present work (e.g., see Table 2), but the shift
to generative LLMs means that qualitative researchers can, more or less, rep-
licate traditional methods involving the construction of comprehensive code-
books and the iterative testing of the reliability of those codebooks (see
Figure 1). We systematically varied LLM prompts derived from such a code-
book and found that LLMs can achieve classifications comparable to hand
coding and supervised machine learning. Despite many remaining challenges
discussed below, this finding suggests not only that LLMs may eventually be
able to serve as reliable coding assistants, but that they could also offer scal-
ability (e.g., analyzing larger datasets), flexibility (e.g., easily modifying clas-
sification criteria and building on pre-trained models), and efficiency (e.g.,
dramatically reducing or strategically redirecting the need for hand coding).

Main Findings

Our tests revealed several key features of prompts and models that should be
considered when adopting LLMs for qualitative coding projects. We summar-
ize the lessons from each in turn (prompts and models), but we first reiterate
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the nature of our data and classification task, which shaped our approach to
LLMs in crucial ways. Our units of analysis are long documents (U.S. news-
weekly articles from 1980 to 2012), which are relatively understudied in the
social science literature on classification analysis with LLMs despite the
known strengths of LLMs in thematically and holistically summarizing
large corpora (Karell et al. 2024; Zhang et al. 2024). Within long documents,
we sought to identify the multi-faceted concept of economic inequality,
which potentially is elaborated piece by piece across multiple sentences
and paragraphs (see Figure 2). The documents also contained adjacent eco-
nomic content, making them “noisy” and challenging for humans to code.
In all these ways, our findings should generalize to other qualitative coding
projects concerned with concept identification in rich, long-form documents,
such as oral history or interview transcripts, organizational documents, and
legacy/historical media.

Concerning the development of prompts for generative LLMs using these
types of data and classification tasks, we highlight four findings. First, even
without providing a definition of the concept to be labeled, the baseline test
was performed on par with acceptable interrater reliability metrics for hand-
coding and accuracy metrics for traditional supervised machine learning. For
our use case, which involves classifying English-language newspapers—
known to be part of the training data for many LLMs—this means we can
effectively prompt LLMs using the same, though much reduced, language
we would use to train research assistants and still obtain reliable and accurate
classifications. This also implies that LLMs come pre-trained with relevant
textual knowledge for our use case, and likely those of many other researchers
in the social sciences (though this should be checked whenever possible if
open-source models allow it).

Second, and to our surprise, the addition of researcher- and
LLM-generated definitions to the prompt did not consistently improve the
accuracy of the classification tasks over the baseline prompt without a defin-
ition. The researcher-generated and LLM-generated definitions were gener-
ally comparable in accuracy to the baseline, though the longer,
LLM-generated definitions did perform the best for some models and some
tests. For those starting a qualitative project without a ground truth, in
other words, we cannot provide direction on how detailed of a definition is
needed to obtain the highest accuracy, which instead will necessitate a
careful, iterative approach (Törnberg 2024). Such an approach is best practice
in any case, and it should include both hand coding for validation purposes
and the calculation of intermodel and interprompt agreement scores to
locate potentially easy-to-classify cases and those that are less so (see
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section “Interprompt and Intermodel Agreement Tests” and the third box of
Figure 1).

Third, for our use case, the zero-shot prompts performed better than the
few-shot learning prompts (note that all LLM-created definitions were
embedded in zero-shot prompts). This may result from the small number of
articles included in the few-shot learning prompts, which itself is a conse-
quence of the token limit for most of the LLMs we tested. Or it could be a
result of the length of our articles in a different way: adding two example arti-
cles on top of the article to be classified introduced too much noise into the
prompt structure even when the full prompt was within token limits.9

Future work should more thoroughly test the impact of varying the
number, type, and length of articles submitted in the few-shot learning
prompts, particularly with models (such as Llama3.1) that have expanded
token limits. At the same time, it may be possible to include all articles and
their labels as input to LLMs, in addition to providing the detailed coding
guides (as we did), in order to generate a definition (whose length and
detail could also vary) from the LLM. This would mimic a supervised
machine-learning environment in which a substantial volume of already
labeled data is needed to inform/train the model (Ziems et al. 2024).

Fourth, and finally, our testing of different prompting strategies suggests
both the importance of prompting strategies and the unnerving sensitivity
of LLM output to variations in prompt structure. We found, like others
(e.g., Törnberg 2024), that structured prompts were advantageous. For
instance, placing the command for the desired output at the end of the
prompt produced more consistent classification output, perhaps due to the
volume of textual input in our prompts (see Appendix C in the online supple-
ment). Although non-trivial variation in LLM output across prompts poses a
serious challenge when previously hand-coded output is unavailable, iterating
the process by varying prompts (e.g., by modifying definitions) and models
(e.g., by using multiple LLMs), and assessing agreement across the output
classifications, is akin to iterating a codebook and calculating human-rater
reliability scores while training research assistants. Using interprompt and
intermodel majority voting strategies further mitigates the risk of low-
performing outliers, though we emphasize that even when models or
prompts produce the same classification, human validation is still needed.
In short, the variation in LLM output could be interpreted as mimicking
the hand-coding process, and researchers could use this variation for
insight into their categories and definitions (Ibrahim and Voyer 2024).

Concerning our tests across different open- and closed-source models, and
models of substantially different sizes, we first highlight two somewhat
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contradictory findings and then a third finding. First, although the full GPT4
model achieved marginally better accuracy metrics almost across the board,
these metrics were not substantially better than the smaller, pre-quantized,
open-source models, ranging from 0.01 to 0.03 points (on a 0.0 to 1.0
scale) over the best performing open-source LLM. These findings, combined
with both the cost and the extensive methodological, ethical, and environ-
mental problems associated with using foundational LLMs for academic
research (discussed in Section “Variation among Generative LLMs”),
confirm that academic researchers can and should use open-source LLMs
for text-based classification tasks. At the same time, and secondly, GPT4 per-
formed markedly better in the few-shot tests, suggesting that it can better
manage larger streams of input data. Moreover, accuracy improvements of
even a few points may not be inconsequential for some qualitative researchers
and projects.

Third, we also observed a potential for unpredictable differences among
the models themselves. Llama3, for example, achieved relatively high
weighted F1 scores across a wide range of tests, yet Llama3.1, an arguably
superior model, performed worse in the first few-shot learning test. And
Gemma2 was the highest performing open-source model in many of our zero-
shot tests, but all but collapsed in the few-shot tests. Differences in training
data and weights and the fine-tuning done by engineers can lead to unpredict-
able behavior when LLMs are applied to tasks that depart further from the
standard benchmark tests (Boelaert et al. 2025). In the case of open-source
models, researchers have access to the fine-tuning process, but it is not
always clear how that fine-tuning impacts model behavior across different
types of prompts and tasks, and we return to this point below.

Together, our findings suggest that generative LLMs can be a productive
and reliable tool for qualitative researchers, especially those without
advanced computer programming skills, who want to systematically
analyze a collection of texts, either inductively or iteratively, using standard
qualitative methodologies. To this end, in Table 4, we highlight three general
takeaways that may help researchers consider how to apply these models in
their work, given the rapidly changing terrain of LLM development.

Limitations

Our experiments presented both a difficult and a straightforward test case for
LLMs, suggesting both benefits and limitations of our work. Our classifica-
tion task was particularly difficult for generative LLMs because we were
instructing LLMs to predict whether there was any discussion of inequality
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in a long document often covering multiple themes, which introduces noise
into the classification task. This feature of our work also led to mechanical
limitations, as LLMs have strict maximum context windows and will truncate
text over those limits. There are also, apparently, computational limitations
stemming from our classification task, with accuracy diminishing as the
prompts became longer in some Llama3.1 and Gemma2 tests (even though
they were within the token limit). Yet, precisely because our classification
task was noisy, the acceptable levels of accuracy presented in Table 3
suggest that LLMs can be incorporated into these types of classification tasks.

On the other hand, our test case was straightforward for the LLMs because
it involved English-language newspapers, which are similar to a large portion
of the training data used for many LLMs. In fact, the articles we are classify-
ing may be in the actual training data for the LLMs we tested (though, of
course, our classifications of those articles are not). We did not investigate
whether our corpus was in fact part of the training data of the models we
used, but it should be possible to do so when using open-source models,
which is another advantage of such models. The hypothesized alignment
between our data and the LLMs’ training data may have been one reason
we achieved a high F1 score in the baseline test without a definition of our
classification concept. It is almost certain that classification tasks based on
data or concepts further from the type of training data used in these LLMs
would lead to worse, and perhaps unacceptably low, accuracy metrics. The
scientific community is increasingly seeking to address this limitation.
Qualitative researchers will, of course, need to weigh this limitation against
their particular data and classification task, and likely use detailed definitions,
fine-tuning, or specialized models for data that is further afield from the stand-
ard training data in existing LLMs. Future research may also examine how
LLMs can be used for different kinds of interpretive text analysis tasks,
such as whether an LLM adopting varying political personas would label
vignettes about inequality as being normatively good or bad (e.g., see
related work by Kim and Lee 2023; Kozlowksi, Kwon and Evans 2024).

Our final limitation is that we did not engage in extensive fine-tuning tests
with all the models employed in our main zero-shot and few-shot tests.
Fine-tuning can potentially enhance the performance of LLMs by adapting
them more specifically to the nuances of the task and data at hand
(Alizadeh et al. 2024). For instance, the accuracy levels in our tests did not
exceed those of supervised machine learning (e.g., Nelson et al. 2018),
which suggests that supervised machine learning methods, including espe-
cially more recent transformer methods, may be a better option if the goal
is to strictly apply a pre-determined classification task with the highest
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accuracy possible (Bonikowski, Luo, and Stuhler 2022). We therefore experi-
mented with fine-tuning one of the open-source LLMs, Gemma2, as dis-
cussed further in Appendix F in the online supplement. We found that
using up to 1000 documents for fine-tuning did not result in higher accuracy
rates compared to our main tests in Table 3, and that fine-tuning with fewer
documents led to substantially worse accuracy, with accuracy peaking at
around 600 documents. In a separate fine-tuning analysis using BERT
models, we came to the same conclusion. These results confirm that fine-
tuning is not only computationally expensive (see Appendix F in the online
supplement) but also can be unpredictable; indeed, it is not yet clear which
type of fine-tuning is best for the types of tasks and data we are examining.
Future research should continue to assess when, and how much, fine-tuning
might be needed for different kinds of models (see, e.g., Chae and
Davidson 2025 for proposed guidelines).

Conclusion
Despite the fact that the field of generative LLMs and their use in sociology is
still in its early moments and presents many challenges, our findings suggest
that these models can open new frontiers in qualitative research methodology.
They provide a productive blend of automation and nuanced understanding,
at least for contemporary English-language text, enabling researchers to
analyze vast amounts of text with scalability, flexibility, and efficiency in
an interactive way. These advances encourage us both to rethink traditional
qualitative inductive and/or iterative coding practices and to integrate them
into the workflow of classification using LLMs. As the research community
continues to refine and improve LLM capabilities, we are poised to enter an
era of qualitative analysis that embraces both the depth of human insight and
the breadth of machine learning, without having to leave the comfortable
world of natural language behind.
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Notes

1. Some examples include tweets and Facebook posts (Chae and Davidson 2025),
summaries of documents or short survey responses (Rytting et al. 2023), or
sentence-level chunks of longer documents (Do, Ollion, and Shen 2022).

2. Ollama relies on llama.cpp to implement LLMs. Depending on the way the user
imports models, Ollama uses quantization to make the models efficient enough
to operate without specialized hardware. There has not been enough testing yet
to determine whether quantization impacts the performance of the model. In the
meantime, anyone can implement these models on more-or-less standard hardware,
which helps to make the process more reproducible compared to a situation in
which researchers are downloading and implementing models themselves. With
an eye toward maximum reproducibility, we thus opted for using the Ollama plat-
form, despite the use of quantization that may impact model performance.
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3. We note here that GPT4 is also costly by social science standards, at least at this
point in time, even though it is heavily subsidized by OpenAI. Each test we ran
with GPT4 cost between $50 and $70 depending on sample sizes. Fine-tuning
and other alterations would cost even more (which is why we perform them
using open-source models, as discussed below). Open-source models are free to
use, if you have access to the relevant hardware and electricity. Cost disparities
between GPT and open-source models may change in the future, however.

4. At an earlier stage of experimentation when we were hindered by token limits, we
attempted to conduct paragraph-level analyses. However, we found them to be a
priori infeasible if we were to maintain consistency with the original qualitative
coding task, which assessed content holistically over the full span of an article.

5. We use F1 scores to measure accuracy using the following terms and equations: the
weighted_average_precision = average of precision scores multiplied by the pro-
portion of total rows that are true positives for each category; the weighted_aver-
age_recall = average of recall scores multiplied by the proportion of total rows
that are true positives for each category; weighted average total F1 = (2 ∗ weight-
ed_average_precision ∗ weighted_average_recall)/(weighted_average_precision +
weighted_average_recall). In the prior replication, weighted F1 = 0.74–0.86 for
two separate binary schemas across 25 randomized training/test sets (Nelson
et al. 2018, Table 1, also reproduced in Appendix B in the online supplement).
Not all tests in this paper are strictly comparable to the tests in Nelson et al.
(2018). The most comparable F1 scores from that article to the F1 scores we
report in this paper are in their Table 1, Column 9 (reproduced in Appendix B)
for the first two schemas (relevant vs. irrelevant, median F1=0.83; inequality vs.
not inequality, median F1=0.78) in the first row for SML. These are scores
obtained for the full corpus, not only for the subset of relevant articles, which is
the second step in the sequence of tests followed in this paper.

6. New applications to reduce LLMs’ sensitivity to natural language prompts are
being developed, such as DSPy, but these applications tend to substitute program-
ming for natural language interfaces, which limits their appeal for qualitative
researchers (Khattab et al. 2023).

7. The temperature parameter is designed for users to control the randomness of text
output from LLMs, ranging from 0 (more deterministic) to 1 (less deterministic).
However, it is currently unclear whether setting the temperature parameter to 0
results in completely deterministic output, as that depends on the specific engineer-
ing choices of each model, which are not always clearly documented.

8. Some might argue that our meta statement includes our definition of inequality. But
note that our tests using Llama3 with no definition and without a meta statement
resulted in similar weighted F1 scores, with the highest score being 0.76 (see
Appendix C, Table C1, columns 1–3).
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9. A potential additional reason could be that our tests could not take advantage of
memory outside of the instruction window, which may become available in
future versions of the models.
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